La inteligencia artificial como aliada
para un parlamento abierto
mas transparente y participativo

Rafael Rubio Nunez

Catedratico de Derecho Constitucional
Universidad Complutense de Madrid
Espana

ORCID 0000-0001-5074-0371
E-mail: rafa.rubio@der.ucm.es

Miguel Angel Gonzalo Rozas

Director de Documentacion, Biblioteca y Archivo
Congreso de los Diputados
Espana

ORCID 0000-0002-9735-6497
E-mail: miguel.gonzalo@congreso.es

RECIBIDO: 14 de septiembre de 2025
ACEPTADO: 11 de octubre de 2025

Revista Espaiola de la Transparencia
Num. 23 (2026). Extra - ISSN 2444-2607
DOI: https://doi.org/10.51915/ret.421

©N0©

139



La inteligencia artificial como aliada para un parlamento abierto
mas transparente y participativo

RESUMEN: La acelerada digitalizacion de la sociedad y el auge de la inteligencia artificial
(IA) estan transformando profundamente el ecosistema juridico-politico. Se estudia el
papel de la |A en un parlamento abierto, describiendo ejemplos en distintos paises donde
estas herramientas incrementan la transparencia legislativa, la participacion ciudadana 'y
la rendicion de cuentas institucional. Seguidamente se abordan los desafios &ticos y
juridicos que plantea el uso de IA en el ambito parlamentario -como la opacidad
algoritmica, los sesgos discriminatorios, la automatizacion excesiva de decisiones
politicas, asi como los problemas de privacidad y seguridad de los datos- y se proponen
principios y directrices para un uso responsable (no discriminacion, respeto a derechos
fundamentales, supervision humana, transparencia algoritmica, etcétera). Las
conclusiones recalcan la necesidad de equilibrar las oportunidades de la IA para
fortalecer el Estado de Derecho con salvaguardias firmes que eviten la erosion de los
principios democraticos.

PALABRAS CLAVE: Inteligencia Artificial; Parlamento abierto; Transparencia; Participacion
Ciudadana; Rendicién de Cuentas; Sesgos Algoritmicos; Etica de la IA.

Artificial intelligence as an ally for a more transparent and participatory
open parliament

ABSTRACT: The rapid digitalization of society and the rise of artificial intelligence (Al) are
profoundly transforming the legal-political ecosystem. We study the role of Al in an Open
Parliament, describing examples from different countries where these tools increase
legislative transparency, citizen participation, and institutional accountability. e then
address the ethical and legal challenges posed by the introduction of Al in the
parliamentary and democratic arena -such as algorithmic opacity, discriminatory biases,
the over-automation of political decisions, as well as data privacy and security issues-
and propose principles and guidelines for its responsible use (hon-discrimination, respect
for fundamental rights, human oversight, algorithmic transparency, etc.). The conclusions
underscore the need to balance Al's opportunities to strengthen the Rule of Law with
robust safeguards to prevent the erosion of democratic principles.

KEYWORDS: Artificial Intelligence; Open Parliament; Transparency; Citizen Participation;
Accountability; Algorithmic Biases; Al Ethics.

Grupo de investigacion Complutense Tecnologia y Democracia. Se sigue la estructura
de la presentacion realizada por los autores en el Curso de Verano sobre
‘Digitalizacion, IA y fuentes del Derecho” (U. de Zaragoza, Jaca, 2025), ampliando cada
apartado con literatura especializada y reflexiones interdisciplinarias.
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1. Introduccion

La célebre maxima del pionero informatico Ted Nelson en 1974 -'Si te
interesa la democracia y su futuro, mas vale que entiendas de
computadores” (Nelson, 1974)- resume a un tiempo una constatacion
historica y una intuicion visionaria: el destino de las instituciones
democraticas esta y seguird estando intimamente ligado al desarrollo
tecnologico. Medio siglo después, inmersos en la era de la digitalizacion
masiva y la inteligencia artificial (IA), aquella advertencia adquiere plena
vigencia. La democracia del siglo XXI se ve atravesada por algoritmos que
mediatizan la informacion publica, por redes digitales que reconfiguran la
participacion ciudadana, y por sistemas automatizados que prometen
optimizar (o sustituir) los procesos politicos que tradicionalmente
correspondian a las personas. El disefo de la tecnologia impacta vy
condiciona el diseno de la sociedad, planteando a juristas y politélogos
dilemas inéditos sobre como preservar los valores democraticos en un
entorno crecientemente algoritmico.

En este contexto, conviene analizar como la IA incide tanto en las fuentes
formales del Derecho —en particular, la legislacion y la jurisprudencia, pilares
del Estado de derecho— como en los procesos e instituciones que las
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producen, interpretan y aplican. A ello se suma otra intuicion que hoy se ha
consolidado empiricamente: la techologia —el “codigo’— opera como un
mecanismo de regulacion de conductas. Como resume Lessig, ‘code is law"
(Lessig, 1999, p. 6) y, en consecuencia, el control del codigo supone un
gjercicio del poder y quienes escriben coédigo “son cada vez mas
legisladores” al fijar por defecto opciones sobre privacidad, acceso o
anonimato (Lessig, 1999, p. 60). El codigo, como la tecnologia en general, no
es neutral. De ahi la importancia de poder conocer su contenido, e incluso la
identidad de quién lo disefa y los objetivos, fines y valores que estan detras.
Esta normatividad técnica —uvisible, por ejemplo, en plataformas que
ordenan el discurso publico mediante algoritmos opacos— obliga a
replantear categorias juridicas clasicas: ¢;puede la IA erosionar los
mecanismos democraticos de produccion normativa? ;Se someten los
algoritmos a escrutinio y control con garantias equiparables a las de las leyes
que aprueban los parlamentos? Estas preguntas guian la investigacion que
sigue.

En este trabajo, que se inscribe en el debate emergente sobre IA y las
instituciones democraticas se examinaran (i) las potencialidades de la IA para
promover un parlamento Abierto, esto es, un Poder Legislativo mas
transparente, participativo y colaborativo con la ciudadania; (i) los desafios
éticos vy juridicos que conlleva la introduccion de IA en los procesos
parlamentarios y democraticos (sesgos, opacidad, responsabilidad, etc.) vy (iii)
los principios y directrices que deberian orientar un uso responsable de estas
tecnologias en instituciones parlamentarias. El objetivo final es brindar un
panorama comprensivo -a la vez actualizado y critico- del estado del arte y
las posibilidades del uso de este conjunto de tecnologias en sede
parlamentaria identificando tanto las vias en que la IA puede contribuir con
el Parlamento en fortalecer el Estado de Derecho (por ejemplo, facilitando el
acceso a la informacion juridica, aumentando la transparencia
gubernamental, optimizando la toma de decisiones con base empirica) como
las formas en que podria debilitarlo (v.g., introduciendo un sesgo en el
proceso de decision, concentrando poder en las empresas poseedoras de la
tecnologia, erosionando garantias fundamentales).

2. |Ay parlamento abierto
2.1 El concepto de parlamento abierto en la era digital

El movimiento de parlamento abierto nacié como extension del paradigma
de gobierno abierto, aplicando sus principios al poder legislativo (Vela
Navarro-Rubio, Rubio, 2017a). Implica promover la transparencia, la
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participacion ciudadana y la colaboracion en la actividad parlamentaria,
apoyandose en las nuevas tecnologias para acercar el Parlamento a la
sociedad (Rubio et al., 2014). Un parlamento abierto publica informacion clara
sobre su trabajo (agendas, votaciones, iniciativas), rinde cuentas de sus
gastos, facilita el acceso de la prensa y la ciudadania, recibe insumos de la
sociedad civil en los debates, e innova en mecanismos de participacion
(Gonzalo, 2018, p. 225). En esta evolucion institucional se transita del
parlamento electronico al parlamento digital “hasta llegar al Parlamento
Abierto, entendido como el impulso de la participacion y la transparencia en
la institucion” (Rubio Nunez, 2022, p. 9)

La digitalizacion de las instituciones parlamentarias ha facilitado
enormemente estos objetivos: desde la transmision en vivo de sesiones
hasta la puesta a disposicion de la sociedad de bases de datos legislativas
online y portales de datos abiertos (Vela Navarro-Rubio, Rubio, 2017b). Sin
embargo, a pesar de los avances, la complejidad y volumen de informacion
parlamentaria (centenares de proyectos, miles de enmiendas, millones de
palabras en diarios de sesiones) han hecho que la digitalizacion no sea
suficiente planteando el reto de hacer verdaderamente accesible vy
comprensible la informacion parlamentaria para el publico y convertir esta
informacion en un instrumento de participacion. Frente a estos retos la
inteligencia artificial ofrece soluciones prometedoras, pues puede procesar
automaticamente documentos, detectar conexiones, resumir contenidos vy
atender consultas que manualmente serian inviables.

Asi, un parlamento abierto en el siglo XXI puede valerse de la IA para
profundizar su apertura a la sociedad. Pero también enfrenta el desafio de
lograr que esa incorporacion de IA sea coherente con los valores
democraticos (evitando sesgos, opacidad o desigualdad). Muchos
parlamentos del mundo estan apenas explorando estas posibilidades; otros
mas avanzados sirven de referencia. En esta labor organizaciones como la
Union Interparlamentaria (IPU) esta ejerciendo el liderazgo y, por gjemplo, en
2024 emitio un conjunto de directrices sobre IA en los parlamentos
enfatizando que esta debe aumentar —no sustituir- la capacidad humana, y
que su adopcion requiere estrategias, gobernanza clara y enfoque ético,
acompanando estas guias con casos de uso de IA en tareas parlamentarias
concretas (IPU, 2024a).

En los apartados siguientes, examinaremos como la IA se aplica (o puede
aplicarse) a las principales funciones de un Parlamento Abierto: (a) la
transparencia legislativa (acceso a la informacion parlamentaria), (b) la
participacion ciudadana en el proceso legislativo, y (¢) la rendicion de

Revista Espanola de la Transparencia
Num. 23 (Extra 2026), pp. 139-182

143



Rafael Rubio Nufez y Miguel Angel Gonzalo Rozas

cuentas y el control sobre la funcion parlamentaria. Para cada dimension,
veremos ejemplos reales de iniciativas alrededor del mundo que ilustran el
potencial de estas herramientas, asi como las precauciones asociadas.

2.2 Transparencia legislativa aumentada por IA

La transparencia y el acceso a la informacion constituyen el primer eje de un
parlamento abierto. Su objetivo es hacer que leyes, debates, votaciones y
demas actividades legislativas sean publicas y realmente asequibles, hacia
donde se plantea el | Plan de Parlamento Abierto del Congreso (Congreso
de los Diputados, 2025). La IA puede potenciar notablemente este eje al
automatizar la publicacion, la clasificacion tematica y la busqueda avanzada
de los documentos parlamentarios.

Asi lo han entendido un buen numero de parlamentos en el marco de la UE.
La adopcion de la |A es desigual pero sostenida: segun los resultados de una
encuesta realizada por el ECPRD entre los parlamentos miembros vy
presentada en el Seminario del Centro en Bruselas en octubre de 2025, la
mayoria de las Camaras ya emplean |A en funciones administrativas (aprox.
30 parlamentos), un numero menor en funciones legislativas (13
parlamentos), y alrededor de una cuarta parte combinan ambos ambitos. Los
casos de uso mas comunes se concentran en las tecnologias de lenguaje:
transcripcion y traduccion automatica de debates o documentos (presentes
en 29 parlamentos, ~76% de la muestra). Les siguen aplicaciones de
ciberseguridad y desarrollo informatico (18 parlamentos), chatbots o
asistentes virtuales para apoyo al usuario (13), sistemas de clasificacion
documental (12), herramientas de participacion ciudadana y parlamento
abierto (7) y, en ultimo lugar, el uso de IA para redactar borradores
legislativos o generar enmiendas (solo 3 parlamentos, evidencia de que esta
aplicacion aun es incipiente).

En Alemania, el Bundestag, que ha dado un paso relevante al organizar su
adopcioén de IA mediante un marco de gobernanza y mapeo de casos de uso
—el Al Cloverleaf Model—, ya ha identificado mas de 180 aplicaciones
potenciales en areas relacionadas con la transparencia como
documentacion, biblioteca, traduccion y sintesis de informacion. Este
enfoque evita “silos" y alinea la innovacion con los principios democraticos,
priorizando, entre otros, el analisis de contenidos y la recuperacion
inteligente de informacion para el trabajo legislativo y de apoyo. Ademas, el
Bundestag ofrece un amplio catalogo de datos abiertos (plenos, diarios de
sesiones, iniciativas y biografias de diputados) en formatos reutilizables (XML,
JSON, CSV), y mantiene el sistema DIP de documentacion e informacion
parlamentaria, que indexa formal y tematicamente los materiales de
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Bundestag y Bundesrat. Estas bases —gobernanza de IA y datos abiertos
estructurados— crean condiciones propicias para motores de busqueda mas
potentes vy la clasificacion semantica asistida por IA.

Una de las cdmaras mas avanzada en este terreno es la italiana que cuenta
ya con un sistema de apoyo a la tramitacion de enmiendas legislativas, que
procesa las enmiendas presentadas a un proyecto de ley, las ordena
automaticamente segun el reglamento y calcula la similitud entre sus textos,
detectando duplicados o propuestas muy similares (esta herramienta,
llamada “Minerva’, se basd en un modelo linguistico de codigo abierto
entrenado en datos legislativos).

Finlandia ofrece un banco de pruebas especialmente fertil. El watchbot
ciudadano Voitto (Yle News Lab) automatiza el seguimiento de la actividad
parlamentaria y genera resumenes/visualizaciones de votaciones a partir de
datos del Parlamento, facilitando alertas personalizadas y productos
periodisticos. En paralelo, Lawradar (Universidad de Turku) integra fuentes
legales y politicas de todo el ciclo legislativo para seguimiento y analisis del
avance de los proyectos de ley (Alvesalo-Kuusi, A, 2023). Ademas, desde
2023 ParliamentSampo publica mas de un siglo de discursos plenarios del
Eduskunta como datos enlazados y graficos de conocimiento, con anotacion
semantica y clasificacion tematica mediante técnicas de procesamiento del
lenguaje natural (PLN), el portal facilta busquedas complejas vy
visualizaciones, abriendo nuevas posibilidades para la rendicion de cuentas
y la investigacion histoérica (Hyvénen, E., Sinikallio, L., Leskinen, P., Drobac, S.,
Leal, R, La Mela, M,, Tuominen, J., & Poikkimaki, H., 2024).

Suecia ha impulsado la calidad de las transcripciones con RixVox, un corpus
de 5500 horas de audio de debates del Riksdag alimentado con las
transcripciones oficiales (riksdagens protokoll) y enriquecido con metadatos
(género del orador, distrito, etc.) (Rekathati, F. / KBLab, 2023). Este recurso —
desarrollado por KBLab, el laboratorio de datos e inteligencia artificial de la
Biblioteca Nacional de Suecia — ha servido para entrenar y evaluar modelos
de reconocimiento automatico del habla y de identificacion de oradores,
permitiendo ajustar el audio con el texto y una busqueda mucho mas
ajustada dentro de los contenidos parlamentarios. Combinado con el portal
de datos abiertos del Riksdag (APl y datasets), el ecosistema facilita
transcripciones rapidas y busqueda por palabra/frase en grandes
volumenes de intervenciones.

En Eslovenia, el ecosistema publico de tecnologias del lenguaje ofrece
servicios de reconocimiento del habla en esloveno (por ejemplo,
Razpoznavalnik), y la practica institucional de la Asamblea Nacional distingue

Revista Espanola de la Transparencia
Num. 23 (Extra 2026), pp. 139-182

145



Rafael Rubio Nufez y Miguel Angel Gonzalo Rozas

entre un registro rapido y un registro verificado de las sesiones, lo que
evidencia esfuerzos por mejorar la documentacion accesible y su calidad;
estas bases técnicas y metodologicas se estan aprovechando para agilizar
transcripciones y enriquecer los corpus parlamentarios.

Noruega, por su parte, ha desplegado el proyecto StorSak en el Storting para
gestionar de principio a fin la produccion documental y los procedimientos
parlamentarios, explorando el uso de aprendizaje automatico/IA —
especialmente en el tratamiento de metadatos y la categorizacion tematica
de documentos y expedientes—(Wahl, T., 2024).

Tambien fuera de Europa se ensayan soluciones con clara vocacion de
apertura. En Singapur, Pair Search —un buscador potenciado con IA- facilita
rastrear décadas de diarios de sesiones con mayor pertinencia que los
motores centrados en las palabras clave y ha sido presentado por el propio
Parlamento como un salto en accesibilidad publica (The Straits Times, 6 de
mayo de 2024; Parliament of Singapore, 13 de agosto de 2024). Mas que una
mejora incremental, esta herramienta utiliza técnicas avanzadas de
busqueda con inteligencia artificial que superan los sistemas basados
unicamente en coincidencias de palabras clave tales como la recuperacion
semantica, que interpreta el significado de las consultas mas alla de las
palabras exactas, y un ranking contextual, que ordena los resultados segun
la relevancia del contenido en funcion del contexto del debate, acercando
asi registros complejos a audiencias no técnicas.

El acceso conversacional a fondos y expedientes parlamentarios es otra
buena muestra de las posibilidades que se presentan a los Parlamentos. En
el Parlamento Europeo, los Archivos Historicos han lanzado "Ask the EP
Archives’, un servicio que permite “chatear” con documentos a traves de
modelos generativos y tecnica RAG, abriendo a publicos no especializados
un acervo que, sin mediacion técnica, seria opaco o dificil de recorrer
(European Parliament, s. f.). La herramienta, pensada para preguntas del tipo
‘cquién fue Simone Veil?" o “;qué fue el Tratado de Maastricht?", no sustituye
la lectura critica, pero reduce barreras de acceso y mejora la accesibilidad
de investigadores y ciudadanos. El Parlamento Europeo esta integrando la 1A
tanto en funciones parlamentarias nucleares (analizar votos, procesar
enmiendas) como en proyectos innovadores para explorar nuevas
capacidades (modelos generativos).

Ese patron —bajar barreras de entrada mediante procesamiento del lenguaje
natural— se repite en camaras nacionales. En 2025, la Camara de Diputadas
y Diputados de Chile presentd ArChileBot, un asistente conversacional que
permite consultar, en lenguaje cotidiano, el acervo legislativo y documental
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de la Corporacion (Carmona Aguirre & Sanchez Rivera, 2025). La iniciativa se
inspira en ArchiBot del Parlamento Europeo (Ask the EP Archives), que aplica
enfoques de generacion aumentada con recuperacion (RAG) para responder
con base en documentos oficiales y acompanar las respuestas de citas
verificables. ArChileBot adopta esa logica: traduce preguntas informales
(*fsque se debatio sobre X en los ultimos cinco anos?”) a busquedas
estructuradas sobre fondos bajo control institucional, devuelve los
documentos que fundamentan la respuesta y ofrece filtros avanzados por
tipo de pieza, fechas o materias. Con ello, el sistema produce itinerarios de
busqueda reproducibles y verificables: reproducibles, porque los pasos
(consulta en lenguaje natural -» equivalentes de busqueda y filtros aplicados
-> conjunto de documentos resultante) pueden repetirse y obtener el mismo
recorrido; y verificables, porque cada afirmacion esta trazada a sus fuentes
primarias mediante enlaces y referencias a los documentos oficiales. El
efecto no es solo una mejora incremental: acerca archivos complejos a
audiencias no técnicas, refuerza la transparencia y acelera la investigacion
aplicada sobre leyes, debates y otros materiales parlamentarios

La IA no solo abre el archivo, también sirve para facilitar la participacion y la
colaboracion en curso. La IPU documenta usos que traducen preguntas en
lenguaje ordinario en consultas SPARQL sobre datos abiertos parlamentarios
—por ejemplo, en el Senado italiano—, de modo que cualquier persona
pueda consultar el grafo de conocimiento sin conocimientos técnicos (p. ej,
‘cqué comisiones debatieron el proyecto X y como se voto en el pleno?”).
Aqui “interrogar ontologias legislativas” significa realizar consultas sobre un
modelo formal (ontologia) que define entidades como leyes, sesiones, votos,
diputadas y comisiones, y las relaciones entre ellas; al ejecutar la consulta en
el sistema SPARQL del parlamento, el sistema devuelve resultados precisos
y trazables a los documentos oficiales.

En paralelo, otros casos recogen la asistencia automatica para transcribir y
subtitular procedimientos (p. ej., Camara de los Comunes de Canada), con
beneficios de accesibilidad y reduccion del tiempo de publicacion de las
actas (IPU, 2024b). En todos estos casos, los modelos de lenguaje hacen de
puente entre corpus parlamentarios y usuarios no expertos frente a las
barreras que genera el uso de un vocabulario juridico y técnico especializado
que resulta en ocasiones dificil de comprender.

El balance comun de estas experiencias es nitido. La aplicacion de IA mejora
las formas de acceso a la legislacion y a los expedientes; facilita la creacion
de nuevos modelos de buscadores como asistentes de busqueda
contextuales y semanticos, que superan el modelo textual basado en
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palabras clave; permite la transcripcion automatica de plenos y comisiones
con posibilidad de analisis posterior; y ofrece capacidades de anotacion
semantica —esto es, anadir a cada intervencion y documento metadatos
normalizados que identifican de forma inequivoca quien interviene (persona
y cargo), en qué organo, sobre que materia o norma (con su identificador
persistente), en qué fase del procedimiento y con que resultado (p.e€j,
votacion), ademas de relaciones como propone, enmienda, debate o vota—
junto con visualizaciones que, gracias a ese marcado, convierten el archivo
legislativo en un bien publico comprensible, navegable y reutilizable.

Con todo, siguen siendo prudentes dos advertencias: combinar la |A con
revision humana cuando la precisidon es critica (p. )., transcripcion
taquigrafica) y acompanar la apertura de datos con mediacion informativa
(resumenes y explicaciones en lenguaje claro), algo en lo que la IA también
puede servir de ayuda, para que la transparencia sea efectiva y Util para la
ciudadania.

2.3 |A para la participacion y colaboracion ciudadana

La participacion ciudadana en la funcion legislativa tambien se esta
reconfigurando por obra de la IA. Alli donde antes los parlamentos podrian
verse desbordados por el volumen, la heterogeneidad y la repeticion de
aportaciones publicas (Gonzalo, M.A et al, 2021), hoy es posible agrupar,
sintetizar y visualizar miles de contribuciones en tiempos compatibles con el
calendario parlamentario y la capacidad de sus sefiorias. Las guias y casos
de uso compilados por la Union Interparlamentaria muestran precisamente
este desplazamiento: de un modelo artesanal y reactivo a flujos de trabajo
donde el analisis automatizado de grandes corpus de aportaciones
ciudadanas, la consulta en lenguaje natural y la transcripcion asistida por 1A
sirven de soporte a formas de participacion mas informadas y donde las
instituciones pueden interactuar con la sociedad, mas alla de interlocuciones
meramente formales o protocolarias (Inter-Parliamentary Union [IPU], 2024b).

La estandarizacion técnica refuerza esta promesa y la enlaza con la
participacion y la colaboracion. Cuando los expedientes se publican en
Akoma Ntoso (AKN) —estandar XML de OASIS para documentos legislativos
que define estructura, metadatos y identificadores persistentes a nivel de
articulos, disposiciones y versiones— las capas de IA (consultas en lenguaje
natural, resumenes, deteccion de cambios) se integran con menos friccion y
con mayor interoperabilidad futura. Al existir un formato comun y estable:
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- la participacion mejora, porque la ciudadania y la prensa pueden buscar,
comparar y citar pasajes concretos (por ejemplo, seguir qué cambid entre
dos versiones) de forma reproducible;

- la colaboracion entre camaras, bibliotecas y archivos se facilita, ya que
todos comparten anclas y metadatos compatibles, lo que permite reutilizar
flujos de trabajo, herramientas y conjuntos de datos;

-y los chatbots y asistentes de busqueda funcionan mejor: el modelo puede
recuperar el fragmento exacto (RAG), explicar de donde sale la respuesta
con citas verificables y detectar cambios para evitar alucinaciones sobre
textos desactualizados. Asi, prototipos como chatbots documentales,
buscadores semanticos o anotacion automatica no quedan encapsulados,
sino que se proyectan en un ecosistema compartido y auditable.

En Brasil, la Camara de Diputados ha disenado un caso de uso de IA para
ampliar la participacion publica mediante el analisis automatizado de
opiniones ciudadanas sobre proyectos de ley (Camara dos Deputados de
Brazil, 2024). El sistema reune las aportaciones recibidas por encuestas y
otros canales, las divide en frases y las transforma en representaciones
numericas que permiten agrupar mensajes similares por significado. A partir
de ahi, clasifica la posicion de cada intervencion (a favor o en contra) y analiza
su tono (positivo, negativo o neutro). Las diputadas y los diputados, asi como
el personal de comunicacion, pueden seleccionar un expediente concreto y
explorar los principales grupos de argumentos en listados y vistas sencillas
(nubes de palabras y mapas), ajustar cuantos grupos desean ver y corregir
resultados; esas correcciones alimentan un ciclo de mejora continua del
sistema. El flujo también contempla la integracion con herramientas de
moderacion de comentarios y con modulos de analitica y elaboracion de
informes. Para hacerlo posible se necesita, por un lado, una base de datos
que relacione cada comentario con su proyecto de ley vy, por otro, flujos de
procesamiento que indexen el contenido y generen vectores semanticos (las
representaciones numeéricas mencionadas), ademas de mecanismos de
seguimiento del rendimiento y la calidad. Cuando estos sistemas funcionan
bien, se reduce el tiempo de analisis y mejora tanto el volumen como la
calidad de las aportaciones de quienes los usan. El objetivo declarado es
pasar de una lectura manual costosa —a veces materialmente inviable por la
cantidad de comentarios— a una vision estructurada y trazable de los
argumentos ciudadanos, de modo que la “senal’ deliberativa llegue
oportunamente a comisiones y ponencias.

Este potencial conlleva condiciones para que la participacion no derive en
una “participacion simulada”. Las directrices de la Westminster Foundation
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for Democracy recomiendan, para proyectos de |IA en parlamentos,
salvaguardas de trazabilidad (qué datos alimentan al sistema y con qué
sesgos), auditoria de modelos, supervision humana significativa y, sobre
todo, mecanismos de retorno que expliquen como se han incorporado las
contribuciones ciudadanas a las decisiones (Fitsilis/WFD, 2024). Dicho de
otro modo: sin gobernanza de datos y de modelos, la apertura se vuelve
fachada; con ella, la IA puede ampliar de veras el perimetro deliberativo.
Como recuerda una evaluacion reciente, “un Congreso inclusivo,
responsable, transparente, accesible y receptivo es clave en la construccion
de una sociedad democratica madura” (Rubio Nufiez, Marafion Martin, &
Gonzalo Rozas, 2021, p. 269).

2.4 Rendicion de cuentas y control con herramientas de IA

La rendicion de cuentas parlamentaria exige que los representantes
expliquen y asuman sus decisiones y el uso de recursos ante la ciudadania,
apoyados por controles internos y externos capaces de prevenir abusos
(Villoria Mendieta, 2020). La IA puede reforzar este ecosistema de control al
proporcionar una ‘lupa digital” tanto a las instancias institucionales
(tribunales de cuentas, contralorias, comités de ética) como a la sociedad
civil (periodistas, organizaciones anticorrupcion y ciudadania organizada). EL
caso brasileno de Operacdo Serenata de Amor es ilustrativo: su bot Rosie
analizé automaticamente los reembolsos de gastos de los diputados,
cruzandolos con otras fuentes (fechas, lugares, conceptos) para detectar
anomalias y emitir alertas publicas que generaron presion social vy
provocaron la devolucion de gastos no justificados. La evaluacion académica
del proyecto documenta 629 reembolsos sospechosos asociados a 216
parlamentarios por mas de 370.000 reales (Coutinho, 2021, parrs. 114-118); el
Banco Mundial lo ha sehalado como un hito de social accountability
potenciada por datos abiertos e |A (Cordova & Goncalves, 2019a, 2019b).
Colectivos civicos estan usando herramientas automatizadas que, con
aprendizaje automatico, detectan senales de alerta en contratos,
subvenciones y declaraciones patrimoniales. El sistema agrupa indicios —
importes atipicos, adjudicaciones repetidas, empresas sin trayectoria— vy
ordena los expedientes para que la revision humana se centre donde mas
falta hace. (Open Contracting Partnership, 2024; De Michele, 2022; World
Bank, 2021; Salazar et al., 2024; Decarolis et al., 2022).

Dentro de los propios parlamentos, la IA también puede ayudar a monitorear
la integridad al relacionar informacion dispersa —por ejemplo, comparar
pautas de voto con declaraciones de intereses o con donaciones registradas
publicamente- y senalar posibles conflictos que un comité de ética deba
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revisar. Varias organizaciones recomiendan mejorar la calidad vy
estandarizacion de esos registros (declarante, clientes, sectores, cuantias)
para habilitar analisis automatizados y sanciones efectivas en caso de
incumplimiento. En el ambito europeo, los informes recientes de
Transparencia Interancional reclaman formularios mas estructurados y
controles mas exigentes sobre empleos y actividades secundarias de los
eurodiputados, como condicion para una supervision analitica efectiva
(Transparency International EU, 2024; 2024b). En la misma linea, el
Parlamento Europeo y su servicio de estudios han compilado un conjutno de
buenas practicas en transparencia e integridad que refuerzan la trazabilidad
de intereses y la accountability (Vidacak, 2023). Aun cuando el uso de |IA para
correlacionar votos e intereses esta en fase incipiente, la normalizacion y
apertura de datos es el prerrequisito técnico para que estos analisis sean
posibles a escala.

3. Desafios éticos y juridicos del uso de IA en el ambito parlamentario

La incorporacion de la inteligencia artificial en los procesos democraticos
plantea una serie de desafios éticos y juridicos que, aunque afectan tambien
al gobiernoy a la Administracion publica, requieren atencion especifica en el
contexto concreto del Parlamento.

3.1 La opacidad algoritmica

La opacidad algoritmica alude a la dificultad de entender como un modelo
de IA —especialmente los de aprendizaje automatico— llega a sus
resultados o recomendaciones; de ahi la exigencia de transparencia y
explicabilidad, que supone “proporcionar informacion suficiente para que las
partes afectadas puedan comprender como funcionan los sistemas de IA [..]
y [.] cuestionar sus resultados” (Rubio Nufiez, 2025, p. 85). Muchas de las
tecnologias que utilizan 1A son esencialmente cajas negras: incluso sus
propios desarrolladores no pueden explicar facilmente por qué una red
neuronal clasificd un texto de cierta manera o por qué un sistema de
recomendacion priorizé un elemento sobre otro. Esta falta de explicabilidad
choca frontalmente con la cultura de transparencia y publicidad que debe
reinar en las instituciones democraticas. Si un parlamento empieza a usar
algoritmos para, digamos, gestionar correspondencia ciudadana o priorizar
enmiendas, pero no puede explicar el criterio cuando se le pregunte, estaria
violando el principio de motivacion de los actos publicos. En esta linea,
Cotino subraya que «..los sistemas de aprendizaje no pueden incorporarse
en el sector publico si no se puede obtener una motivacion comprensible en
lenguaje natural» (Cotino Hueso, 2023, p.49). En palabras de Rubio, “los
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algoritmos se han convertido en el «aparato disciplinario de nuestro tiempo»
y, como tal, es necesario reformar su comprensibilidad para que las partes
interesadas puedan tener claridad y estar seguras de su funcionamiento
ético, responsable y politicamente neutral’ (Rubio et al., 2024, p. 312).

Por ello, cualquier aplicacion de estas tecnologias debe venir acomparnada
de soluciones para la transparencia algoritmica, tanto de puertas hacia
afuera (rendicion de cuentas externa), como internamente, garantizando que
parlamentarios y funcionarios puedan entender los sistemas que utilizan
para evitar que sus usuarios lo apliquen sin conocer su fiabilidad o sesgos.
Algunas opciones que se estan aplicando ya pasan por utilizar modelos
interpretables (preferir IA sencillas, como arboles de decision, que permiten
seqguir la logica, en lugar de deep learning opaco, al menos para decisiones
sensibles); exigir a los proveedores de IA desgloses de sus algoritmos
(acceso al codigo o al menos a descripciones técnicas); o implementar
herramientas de explainable. Al que generen explicaciones aproximadas de
las decisiones (por ejemplo, métodos SHAP/LIME que indican qué variables
pesaron mas en una prediccion). Un punto clave, comun a todos ellas, es
documentar cémo funcionan las herramientas de IA usadas en parlamento,
con informacion accesible no solo a expertos sino a los organos de
supervision e incluso al publico cuando corresponda. En ese sentido IPU
(2024c) sugiere que los parlamentos publiquen notas técnicas sobre cada
solucion de |A adoptada: qué hace, con qué datos, y qué métodos de control
se aplican, mientras se aboga por programas de alfabetizacion algoritmica
dentro de los parlamentos.

3.2 Sesgos y discriminacion algoritmica: riesgos para la equidad
democratica

Los sesgos en I|A constituyen uno de los problemas éticos mas
documentados. Estos contribuyen a la consolidacion de errores atavicos y
suponen un obstaculo para que el Parlamento pueda adaptarse al cambio
social y liderar su progreso. Como advierte Rubio, “otro aspecto preocupante
deluso de lalAen la politica es su capacidad para facilitar practicas de acoso
y discriminacion. Las plataformas digitales pueden amplificar discursos de
odio y violencia, creando entornos hostiles que disuaden la participacion
civica y democratica. Este fendmeno no solo afecta a los individuos
directamente atacados, sino que también deteriora la calidad del debate
publico y la cohesion social. Ademas, la manipulacion algoritmica puede
romper la neutralidad politico-ideologica en la jerarquizacion de resultados
de motores de busqueda, feeds de usuarios y sugerencias de contenidos,
perjudicando asi a candidatos vinculados a grupos vulnerables o minoritarios
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y favoreciendo la difusion de contenidos prejuiciosos o estereotipados”
(Rubio et al., 2024, p. 20).

Los sistemas de IA aprenden de datos histoéricos; si esos datos arrastran
prejuicios o desigualdades, la IA tenderda a reproducirlos o incluso
amplificarlos. En un contexto parlamentario, esto podria traducirse en
resultados discriminatorios al procesar informacion o interactuar con el
publico. Por poner un ejemplo, un asistente virtual ciudadano entrenado
mayoritariamente con preguntas de residentes urbanos podria, sin querer,
proveer respuestas menos completas o empaticas a consultas de residentes
rurales o de grupos étnicos con menor presencia en el conjunto de
entrenamiento. En el mismo sentido, un algoritmo que analice comentarios
en consultas publicas podria ignorar sistematicamente cierto vocabulario
usado por minorias, concluyendo erroneamente que sus temas no son
relevantes. Estos sesgos algoritmicos atentan contra el principio
democratico de representatividad equitativa: todas las voces deben ser
escuchadas con igual peso. Si la IA silencia algunas, es un fallo grave, y si lo
hace sin que se pueda apreciar que lo ha hecho, resulta todavia mas grave.

Por otro lado, existen sesgos ideologicos, que afectan a los criterios de
seleccion de la informacion y la prioridad que se le da a la misma.
Imaginemos una IA que clasifique automaticamente peticiones ciudadanas
por tema y urgencia. Si fue entrenada con datos donde peticiones sobre
cierto tema (gjemplo: cambio climatico) recibian menos atencion, podria
darles menor prioridad futura, perpetuando la marginacion de ese tema. De
esta forma, la |A podria favorecer inadvertidamente ciertas ideologias o
agendas simplemente reflejando el statu quo, en actos parlamentarios como
comparecencias, discriminando opiniones minoritarias y privandolas de la
visibilidad necesaria para participar en el debate publico.

Un principio central es que la igualdad ante la ley debe trasladarse a
igualdad ante el algoritmo. Es decir, la IA parlamentaria no debe introducir
tratamientos diferenciados injustificados hacia personas, colectivos o ideas.

Para mitigar sesgos, se plantean varias estrategias:

Directrices éticas especificas. Desde el disefio es posible prevenir para
que el algoritmo no use determinadas variables sensibles (género,
raza) a menos que sea para corregir un sesgo.

Inclusion en los codigos éticos (ver apartado 4.5) del principio de no
discriminacion. Por ejemplo, si un parlamento lanza una plataforma de
participacion moderada por un sistema de IA, el codigo deberia exigir
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explicitamente que la IA trate todas las aportaciones con los mismos
criterios, sin sesgar por origen, lenguaje o ideologia de quien opina.

Deteccidn y correccion activa. Cada sistema de |A debe testar sus
sesgos antes de ser adoptado. Por ejemplo, darle inputs de distintos
grupos (mujeres vs hombres, mayorias vs minorias) y verificar que los
outputs no difieran injustificadamente. Y en caso de que se detecten
sesgos, ajustar el algoritmo o los datos que lo alimentan.

Diversificar datos de entrenamiento. Estos deben incluir muestras
representativas de todos los segmentos poblacionales relevantes
(distintas regiones, lenguajes, grupos étnicos, etc.) con distintos
criterios, no solo el sociologico. Si se detecta subrepresentacion, sera
necesario complementarla con datos sinteticos o oversampling.

Técnicas de debiasing algoritmico. Hoy existen métodos para re-
entrenar modelos imponiendo equidad (por ejemplo, en un
clasificador, agregar penalizaciones si la tasa de error difiere entre
grupos).

Revisidon humana plural. La evolucion de estos instrumentos debe
contar con expertos en derechos civiles o representantes de minorias,
que puedan sefalar sesgos que a un programador se le escapan.

En suma, los sesgos algoritmicos son combatibles pero requieren una
atencion proactiva. Dejarlo al azar seria irresponsable. Se requiere dotar a los
parlamentos de capacidad técnica o alianzas con instituciones académicas
para auditar sus IAs continuamente. También la legislacion general esta
previendo que sistemas en sector publico se consideren de alto riesgo,
obligando a evaluaciones de impacto algoritmico antes de usarse. Esto
encaja con la recomendacion de hacer un analisis de impacto ético previo a
cualquier despliegue de IA parlamentaria. En dicho analisis se identifican
posibles sesgos discriminatorios y se establecen salvaguardas para evitar
violar la igualdad y no discriminacion.

3.3 Automatizacion de decisiones politicas: dilemas de legitimidad

La automatizacion de decisiones politicas provoca tension entre los
principios de eficiencia y legitimidad democratica. En palabras de Rubio,
Franco Alvim y de Andrade Monteiro, la automatizacion “impulsada por IA,
[estal aumentando el alcance y la eficiencia del proselitismo electoral’, pero
‘el modelo emergente afecta a aspectos centrales de la legitimidad
democratica" (Rubio et al, 2024, p.307). Si esto plantea problemas a la
democracia en general supone un cuestionamiento directo a la logica
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parlamentaria, socavando los principios de representacion y de deliberacion
que sustentan el modelo del parlamento.

La representacion, a lo largo de la historia, ha buscado siempre garantizar la
participacion de la sociedad en la toma de las decisiones publicas y el control
periodico del cumplimiento de esta funcion. A través de la misma, los
representantes publicos tratan de reproducir las ideas e intereses de quienes
los han elegido, en la confianza de que la contraposicion de argumentos,
bajo la premisa del pluralismo politico, permitira llegar a decisiones que,
ademas de resultar beneficiosas para la sociedad, representen su posicion
politica de manera equitativa. Como sintetiza Manin, desde su invencion el
gobierno representativo descansa en principios como la eleccion periodica,
la libertad de opinion de los gobernados y el debate publico; en su
formulacion: “quienes gobiernan son nombrados por eleccion con intervalos
regulares” (Manin, 1998, p. 14). A traves de esta los representantes publicos
tratan de reproducir las ideas e intereses de aquellos que les han elegido en
la confianza de que la contraposicion de argumentos, bajo la premisa del
pluralismo politico, permitira llegar a decisiones que ademas de resultar
beneficiosas para la sociedad, representan su posicion politica de manera
equitativa.

De esta manera, en el parlamento, la representacion necesita de la
deliberacion que permite ponderar valores, representar intereses diversos y
llegar a acuerdos. Son tareas cargadas de juicio subjetivo, de debate
normativo, donde no existe una “respuesta correcta” calculable. Si se intenta
delegarlas a una IA, se corre el riesgo de desnaturalizar el proceso. Por
ejemplo, supongamos un algoritmo que priorice qué enmiendas a un
proyecto de ley son mas relevantes, basandose en similitud de texto o
frecuencia de aparicion de ciertos términos. Podria dejar fuera enmiendas
que, aunque menos “‘populares” en texto, representan visiones minoritarias
importantes. O priorizar enmiendas de manera que refleje un criterio
tecnocratico (gj. descartando las muy ideologicas). En todo caso, estaria
filtrando el debate segun un patron que dejaria al margen la representacion
y la deliberacion, promoviendo una vision autoritaria, en el que la
intermediacion institucional seria sustituida por una intermediacion
algoritmica.

Estudios recientes, sobre la probabilidad de elegir libremente frente a las
propuestas de la IA, ponen de manifiesto que el riesgo del “piloto
automatico” legislativo es real. Si los parlamentarios se vuelven meros
validadores de lo que la IA sugiere, la politica se deshumaniza. Se perderian
matices, negociaciones creativas, compromisos emergentes de discusiones
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cara a cara. Ademas, la responsabilidad politica se diluye: ;a quien culpar si
una decision polémica resultd basicamente de una recomendacion
algoritmica? Los representantes podrian alegar que confiaron en la
herramienta, esquivando rendir cuentas. Eso seria inaceptable en
democracia, donde los representantes son elegidos para asumir
responsabilidad, no para transferirla a una maquina.

Para enfrentar estos dilemas, es necesario definir limites claros a la
automatizacion y mantener siempre el componente humano en la toma de
decisiones. Como advierten Rubio, Franco Alvim y de Andrade Monteiro, “el
punto de partida radica en reconocer la centralidad del ser humano en el
debate sobre la IA: la IA debe estar al servicio de la humanidad, y no al revés”
(Rubio et al, 2024, p.84). A partir de ese principio, las buenas practicas
recomiendan circunscribir la IA a funciones de soporte técnico o informativo,
evitando delegar en sistemas automatizados decisiones que exigen juicios
de valor o conciliacion de intereses; ademas, “debe facilitarse informacion
suficiente para que puedan explicarse los resultados de estos sistemas”,
favoreciendo la transparencia y la rendicion de cuentas (Rubio et al,, 2024,
p. 84) Es decir, la IA como asistente, ho como legislador. De esta manera es
necesario delimitar qué tareas nunca pueden ser objeto de automatizacion.
La Constitucion implicita de la democracia reserva las decisiones sustantivas
a organos representativos; delegarlas a un ente no responsable ante el
pueblo seria una alteracion de las reglas del juego democratico,
independientemente de su inteligencia.

Ademas, dada la influencia que las labores de soporte pueden tener en la
decision final, incluso a estas funciones que permitirian el uso de la IA deberia
aplicarsele el principio de supervision humana. Un funcionario o
representante debe validar criticamente cualquier resultado de la IA antes
de tomarlo como base de decision. En un codigo de conducta interno se
podria estipular que “ningun informe o propuesta generada por IA sera
presentada oficialmente sin revision y aval de personal humano
responsable’. Este es el llamado principio de *humans in the loop” explicitado
en la literatura ( Jobin et al., 2019), que se refleja también en la legislacion (el
Reglamento 2024/1689 del Parlamento Europeo y del Consegjo, de 13 de
junio de 2024 exige supervision humana especialmente en contextos de alto
riesgo, Art. 14).

Otro punto es la capacitacion en alfabetizacion en |IA para los propios
parlamentarios y su personal. Deben comprender las limitaciones y alcances
de estas herramientas para no otorgarles confianza ciega. Si un diputado
piensa equivocadamente que “la computadora es infalible” cometera el error
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de abdicar su criterio. Es vital inculcarles que los algoritmos pueden errar,
alucinar datos o reflgjar sesgos de sus programadores. Con esa conciencia,
usaran la IA como ayuda, pero manteniendo criterio. Como se sugiere: “la
ultima palabra ha de seguir siendo humana”.

Finalmente, podriamos tambiéen reforzar el papel de organos deliberativos y
escrutadores, por ejemplo, comités de ética o comisiones especiales que
evaluen el impacto democratico de cada nueva IA introducida.

No se trata de velar exclusivamente por los resultados, al cuestionar sus
pilares esta en juego la propia supervivencia de la democracia. Para
preservar la legitimidad es crucial ho caer en la comodidad del automatismo.
La |IA puede agilizar, pero nunca debe substituir la deliberacion. Un
parlamento que se limitase a decir “si a todo lo que el modelo sugiere’
perderia la confianza ciudadana y llevaria a la sociedad a cuestionar la propia
logica de la representacion democratica, ¢para que elegir representantes, si
al final decide un algoritmo? ELl equilibrio es delicado pero alcanzable con
reglas claras y cultura institucional.

3.4 Exceso de confianza y sesgo de automatizacion

El peligro sefialado en el punto anterior se amplifica al conocer la tendencia
psicologica al exceso de confianza en resultados automatizados generados
por la IA, fendmeno conocido como sesgo de automatizacion (automation
bias). Este sesgo describe la tendencia a sobreestimar la exactitud de un
sistema automatizado y aceptar sus recomendaciones sin un escrutinio
suficiente, lo que provoca errores por comision (seguir un consegjo erroneo) y
por omision (dejar de detectar un problema cuando la automatizacion falla)
(Parasuraman y Manzey, 2010; Goddard, Roudsari y Wyatt, 2012).

En entornos clinicos, diversos estudios experimentales han mostrado que el
consejo automatizado puede arrastrar decisiones correctas hacia decisiones
erroneas. En un ensayo controlado sobre interpretacion de
electrocardiogramas (ECG), cuando se presentd un dictamen informatico
incorrecto, las personas participantes acordaron con ese dictamen en el
67.7% de las veces, lo que provoco una disminucion de la exactitud global
(Tsai, Fridsma y Gatti, 2003). En un estudio con mas de nueve mil
interpretaciones de electrocardiogramas, la presencia de diagnosticos
automatizados erroneos redujo significativamente la exactitud de la
interpretacion humana (Bond et al,, 2018). Fuera del ambito médico, en la
aviacion, la investigacion en factores humanos integra la complacencia con
la automatizacion y el sesgo de automatizacion muestra que la interaccion
entre caracteristicas personales, situacionales y de la automatizacion puede
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mermar la vigilancia y favorecer la aceptacion acritica del consejo de
sistemas automaticos (Parasuraman y Manzey, 2010).

En un contexto parlamentario, el sesgo de automatizacion podria
manifestarse, por ejemplo, en los resumenes de informes complejos, que
tiende a asumirse como un resumen fiel y completo sin leer el original; o, si
un modelo pronostica impacto econdmico positivo de un proyecto
normativo, podria relajarse el debate técnico dando por valida la supuesta
validacion computacional. Esta relajacion de la vigilancia critica es
problematica porque los sistemas de IA no son infalibles; pueden generar
alucinaciones (informacion inventada), cometer errores sutiles o quedar
desactualizados respecto de la realidad.

Algunos parlamentos ya han comenzado a detectar estos problemas. Por
ejemplo, la Biblioteca del Congreso de Estados Unidos ha experimentado
con |A para apoyar la descripcion y la catalogacion y concluye que, dado el
nivel de calidad requerido, la salida generada por IA debe revisarse antes de
publicarse; hoy no existen herramientas suficientemente fiables para operar
sin supervision, por lo que se prototipan procedimientos con persona en el
bucle (Library of Congress Labs, 2024; Library of Congress, 2024).

Para reducir el riesgo de que en los parlamentos se confie en exceso en los
resultados que ofrecen los sistemas de inteligencia artificial, es necesario
actuar en varios frentes que combinan la formacion de las personas, la forma
de trabajar y la propia cultura institucional.

La monitorizacion humana ha de ser activa: la IA es una herramienta que se
equivoca vy, por ello, debe someterse a verificacion sistematica. Esto exige
asignar tiempo, incentivos y recursos para la revision y la resolucion de
discrepancias, asi como responsabilidades claras sobre quién decide en
ultima instancia.

En primer lugar, resulta clave invertir en formacion y concienciacion tanto de
las y los diputados como de los equipos técnicos, mostrandoles ejemplos en
los que la IA comete errores para que aprendan a mantener una actitud
critica y de vigilancia frente a sus resultados (Goddard et al., 2012). También
es util establecer procedimientos que obliguen a verificar de manera
sistematica algunos de los resultados producidos por la IA, como puede ser
el caso de la clasificacion de peticiones ciudadanas, de modo que siempre
pasen por la revision de una persona distinta antes de que se adopte una
decision.

En el diseno de las herramientas conviene evitar que las interfaces
transmitan una sensacion de certeza absoluta, incorporando en cambio

Revista Espafola de la Transparencia
Num. 23 (Extra 2026), pp. 139-182

158



La inteligencia artificial como aliada para un parlamento abierto...

indicadores de confianza o de incertidumbre que estén bien calibrados. Esto
ayuda a que la dependencia respecto a la IA sea mas equilibrada, aunque la
utilidad de esos indicadores depende de la calidad de la calibracion y del
tipo de tarea en cuestion (Kunze, Gonzalez, Wiczorek y Bengler, 2019;
Tejeda-Lemus, Kumar y Steyvers, 2023). Aunque es preciso advertir que,
segun estudios en otras areas cientificas, la transparencia, por si sola, no
garantiza la reduccion del impacto del sesgo (Poursabzi Sangdeh, Goldstein,
Hofman, Wortman Vaughan y Wallach, 2021).

Finalmente, es aconsejable fomentar una cultura del “doble chequeo’
humano: si una persona asesora redacta un informe con apoyo de la IA, otra
deberia elaborar un resumen de manera independiente y luego comparar
ambos resultados, asegurando asi una mayor fiabilidad.

El sesgo de automatizacion es un riesgo silencioso que puede erosionar la
calidad de las decisiones. Reconocerlo y contrarrestarlo es parte de una
cultura institucional sana en la era de la IA. Los parlamentos deberian
promover la maxima: “Confiar, pero verificar". La IA puede resultar muy util,
pero no se debe confiar a ciegas en ella, del mismo modo que no se confia
ciegamente en una unica fuente de informacion sin corroborarla.

3.5 Privacidad y proteccion de datos personales

En la labor parlamentaria se manejan con frecuencia datos personales de
ciudadanos (p. gj., peticiones, comparecencias, visitas). La introduccion de
herramientas de |A para la gestion de esos datos refuerza la obligacion de
velar por la privacidad y cumplir las normas de proteccion de datos.
Principios como la limitacion de la finalidad, minimizacion de datos, limitacion
del plazo de conservacion y la integridad/confidencialidad deben guiar
todos los tratamientos (RGPD, art. 5.1 b-f, responsabilidad proactiva del
art. 5.2). En el caso del parlamento algunos de estos datos pueden afectar a
categorias especiales relacionadas con la ideologia o la orientacion politica
a las que habria que aplicar las restricciones al tratamiento establecidas por
elart. 9 (RGPD, arts. 6y Q).

El uso de la IA no exime de anonimizar los datos personales, cuando sea
posible y proporcional al fin. En este sentido, conviene evaluar si el algoritmo
puede operar con datos anonimizados o, al menos, pseudoanonimizados. La
antigua WP29 (hoy EDPB) recuerda los limites y riesgos de reidentificacion
en técnicas de anonimizacion, no toda desidentificacion equivale a
anonimato real (WP29, 2014). Ademas, el EDPB ha precisado en 2025 criterios
técnicos y juridicos para la pseudoanonimizacion eficaz (p. gj., separacion del
‘secreto” y controles de acceso). (WP29, 2014; EDPB, 2025).
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Antes de desplegar instrumentos de IA que utilicen datos personales, los
parlamentos deberian realizar una Evaluacion de Impacto relativa a la
Proteccion de Datos (EIPD) cuando el tratamiento entrane alto riesgo (RGPD,
art. 35). La AEPD ha publicado guias practicas y listados orientativos (art. 35.4
y 35.5), aplicables —por ejemplo— a tratamientos con biometria o perfilado a
gran escala (AEPD, 2021; 2023).

La arquitectura de estas soluciones de IA debe incorporar proteccion de
datos desde el diseno y por defecto (RGPD, art. 25) limitarse a recolectar solo
los datos necesarios, restringir accesos, acotar plazos de conservacion y
exponer indicadores de incertidumbre cuando proceda.

El lugar donde se alojan y procesan los datos parlamentarios también es
critico. Las transferencias a terceros paises deben cumplir el Capitulo V del
RGPD vy la doctrina del TJUE en Schrems I, que invalido el antiguo Privacy
Shield y exige garantizar un nivel esencialmente equivalente de proteccion
mediante clausulas y medidas suplementarias (EDPB 01/2020). Este
contexto aconseja, cuando sea viable, alojar y procesar datos en la UE y bajo
jurisdiccion local, o instrumentar salvaguardas contractuales y técnicas
robustas con verificacion continua. (C-311/18 TJUE; EDPB, 2021).

El derecho de supresion (art. 177 RGPD) plantea retos cuando los datos han
influido en modelos entrenados. La literatura técnica explora lo que
denomina el machine unlearning para permitir “olvidar" selectivamente sin
reentrenar de cero (Bourtoule et al,, 2021; Ginart et al., 2019). Hoy por hoy,
estas técnicas son prometedoras pero todavia complejas; la mejor practica
sigue siendo minimizar retenciones, documentar conjuntos de
entrenamiento y mantener la capacidad de depuracion de los datos fuente.
(RGPD, art. 17; Bourtoule et al., 2021; Ginart et al., 2019).

Por ultimo, para sistemas de alto riesgo en el sector publico, el Al Act de la
UE introduce —entre otras obligaciones— la evaluacion del impacto en
derechos fundamentales (FRIA) para determinados supuestos de despliegue
por administraciones publicas; su entrada en vigor y calendario de aplicacion
estan escalonados (véase art. 27 y cronograma). Algo que complementa,
pero no sustituye, a la EIPD del RGPD.

En resumen, la IA no debe introducirse a costa de sacrificar derechos. Debe
cumplir estrictamente las normas de datos, aplicar minimizacion y seguridad
reforzada, y operar bajo la supervision del DPD y de los 6rganos de control,
con trazabilidad de decisiones automatizadas y mecanismos eficaces de
rectificacion y supresion.
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3.6 Seguridad informatica y resiliencia frente a ataques

La adopcion de IA en sistemas parlamentarios, abre nuevos retos de
ciberseguridad, dado que 'la ‘superficie de ataque' de una sociedad digital
altamente interconectada sera demasiado amplia para que los operadores
humanos puedan defenderla manualmente” (Kissinger, Schmidt vy
Huttenlocher, 2021), ello obliga a automatizar parte de las funciones
defensivas y a reforzar los controles institucionales también en el ambito
parlamentario. Ademas de los riesgos clasicos (intrusiones, ransomware,
fuga de correos), aparecen riesgos especificos asociados a la IA.

Por un lado, la posibilidad de insertar determinados datos fabricados dentro
de los datos de entrenamiento del sistema para sesgar resultados o
degradar rendimiento (Biggio, Nelson & Laskov, 2012). Tambien las pequenas
perturbaciones en las entradas (imagenes o texto) que pueden inducir
predicciones erroneas que, como hemos visto, suelen ser recibidas con altos
niveles de confianza (Goodfellow, Shlens & Szegedy, 2015, pp. 2-4; Wallace
etal, 2019, pp. 2153-2156). Por ultimo, pueden producirse la manipulacion del
flujo de informacion. Es verosimil que se intente inundar canales de
participacion automatizados con entradas sintéticas para “fabricar” mayorias
artificiales o adulterar documentos en la realizacion de sintesis y resumenes.

Aungue el uso de IA parlamentaria es emergente, si existen precedentes de
ciberataques a instituciones parlamentarias como el Bundestag que sufrio
en 2015 una intrusion que afecto a su red y correos. El Stortinget (Parlamento
noruego) notificé en 2020 acceso no autorizado a cuentas de correo y el
Parlamento de Nueva Zelanda sufrid un ataque en 2021 atribuido por sus
autoridades a un actor extranjero. Estos casos ilustran el nivel de amenaza al
que ya estan expuestos los legislativos.

La IPU recoge estas preocupaciones en sus Directrices para |A en
parlamentos y propone controles técnicos, organizativos y humanos para sus
sistemas de IA que fortalezcan la seguridad, como controles de integridad
de datos y gobernanza del ciclo de vida de los mismos que incluye la ingesta
validada, registros de procedencia, auditoria, mecanismos de entrenamiento
adversarial o la monitorizacion de desvios. Complementariamente, la
Comision Europea ha impulsado programas publicos de “bug bounties” —es
decir, recompensas econdmicas a personas expertas que detectan vy
notifican vulnerabilidades de seguridad antes de que puedan ser
explotadas— aplicados al software abierto utilizado por las instituciones
europeas (programas EU-FOSSA y OSPO). Esta practica, que combina
transparencia tecnologica y colaboracion ciudadana, resulta extrapolable a
las plataformas civicas y a los entornos digitales de los parlamentos, donde
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podria contribuir a reforzar la seguridad y la confianza publica en sus
infraestructuras digitales. En Espana, el Esquema Nacional de Seguridad
(ENS) (RD 311/2022) fija principios, requisitos minimos y auditoria de
seguridad para sistemas del sector publico y sus proveedores, aplicable
también cuando se externalizan servicios de IA, que resulta de aplicacion a
la institucion parlamentaria.

Para reforzar la seguridad digital en los parlamentos resulta recomendable
adoptar una estrategia basada en varias capas de proteccion. Esto implica,
por un lado, garantizar que la informacion esté siempre protegida mediante
cifrado, tanto cuando se transmite como cuando se almacena, y
acompanarlo de controles de acceso seguros, como el uso de contrasenas
reforzadas y la verificacion en dos pasos. Tambien es importante llevar un
registro de las actividades y repartir las responsabilidades para evitar fallos
0 abusos. A ello se suma la necesidad de revisar periodicamente los sistemas
con auditorias y pruebas que permitan detectar posibles puntos débiles, asi
como mantener actualizados los programas y componentes de inteligencia
artificial para corregir vulnerabilidades.

Otra medida esencial es optar por soluciones que puedan ser revisadas
externamente y establecer procedimientos claros para informar y corregir
fallos de seguridad, siguiendo las recomendaciones europeas. En algunos
casos puede ser Util recurrir a programas de recompensas que animen a
especialistas externos a identificar fallos, como ya han hecho algunos
gobiernos. Junto a ello, conviene contar con planes de emergencia que
incluyan copias de seguridad desconectadas y la capacidad de seguir
trabajando manualmente si algun sistema de IA deja de funcionar.
Finalmente, no hay que olvidar la formacion del personal en buenas
practicas digitales, especialmente en la prevencion del phishing, pues la
experiencia demuestra que el factor humano suele ser el punto mas
vulnerable de la seguridad.

Junto a estos avances, conviene fijar limites y garantias. Las Guidelines for Al
in Parliaments recomiendan auditorias periddicas de datos y modelos,
informes de transparencia sobre sesgos y controles de calidad, y, cuando
sea viable, preferencia por soluciones abiertas o auditables para permitir la
verificacion externa (Westminster Foundation for Democracy [WFDI, 2025).
En este sentido, abrir codigo o publicar informacion sobre los algoritmos
empleados por los parlamentos -0, como minimo, garantizar su auditabilidad
independiente- es una buena practica que reduce el riesgo de
comportamientos andmalos no detectados.
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Estos cambios obligan también a prestar atencion a la seguridad de la
informacion parlamentaria. Aunque no sea ‘transparencia’ en sentido
estricto, preservar la integridad de redes, documentos y comunicaciones es
una condicion de posibilidad de la accountability: si el expediente o el correo
de un diputado se altera o se exfiltra, la cadena de custodia se rompe. Tras
el ciberataque al Bundestag de 2015, la UE impuso sanciones a los
responsables, subrayando la necesidad de capacidades de deteccion
temprana (incluida la analitica basada en IA) para identificar phishing,
intrusiones y movimientos laterales en redes legislativas (Council of the EU,
2020). Este tipo de defensa algoritmica es hoy practica estandar en muchas
administraciones y debe consolidarse en los parlamentos si se quiere
proteger la trazabilidad de decisiones y la confianza publica.

La resiliencia parlamentaria exige integrar la IA en la estrategia global de
ciberseguridad institucional, desarrollada habitualmente de manera integral
por los Estados y que incluye inventario de activos, analisis de riesgos,
controles proporcionales, pruebas periddicas y gobernanza clara. Con ello,
se reduce la superficie de ataque y se protege la confianza ciudadana en la
era digital.

4. Principios y Directrices para una IA Parlamentaria Responsable.

Ante los riesgos descritos, distintas instituciones nacionales e internacionales
han formulado principios éticos y directrices sobre el uso de la inteligencia
artificial en el sector publico y, especificamente, en los parlamentos. Estas
guias buscan asegurar que la adopcion de IA se alinee con los valores
democraticos y los derechos fundamentales, minimizando los impactos
negativos.

4.1. Principios rectores: no discriminacion, privacidad y derechos humanos

Diversos marcos éticos convergen en ciertos principios generales que deben
regir cualquier uso de |A en la esfera publica. Tres de los mas relevantes para
el contexto parlamentario son: no discriminacion, privacidad y respeto a los
derechos humanos.

a) No discriminacion.

Como ya se explico, es indispensable evitar sesgos injustos. Este
principio exige que los sistemas de IA no introduzcan tratos
diferenciados injustificados hacia personas o grupos. En un
parlamento, significa, por ejemplo, que una plataforma de
participacion ciudadana que utiliza la IA valore todas las aportaciones
con los mismos criterios, sin favorecer u omitir sistematicamente
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ciertas procedencias o ideologias. Salvaguardar la no discriminacion
es esencial para respetar la igualdad ante la ley y los derechos civiles.
En coherencia con el encuadre de los derechos digitales propuesto
por Tamara Alvarez Robles —que reclama que estos “conviertan al
Estado en el obligado y custodio, a las companias en las
responsables y a los ciudadanos en sus titulares’ (Alvarez Robles,
2022, p. 5)—, la adopcion de IA parlamentaria debe plasmar esa triple
asignacion de deberes y garantias, de modo que la igualdad de trato
sea medible, auditada y exigible.

Las directrices de la Union Europea sobre inteligencia artificial
incorporan este principio; por ejemplo, las Directrices Eticas para una
IA Fiable elaboradas por el Grupo de Expertos de Alto Nivel en
Inteligencia Artificial de la Comision Europea destacan la equidad y
la no discriminacion como uno de los siete requisitos esenciales de
una IA confiable, junto con la transparencia, la responsabilidad y la
supervision humana (High-Level Expert Group on Artificial
Intelligence, 2019, pp. 11-13). Asimismo, la Declaracion de la UIP de
2024 sobre IA y democracia (1492 Asamblea) recalca la inclusion y la
equidad en el desarrollo y uso de estas tecnologias, reconociendo
que la IA mal disefada puede perpetuar prejuicios, discriminacion y
desigualdades. En otras palabras, tanto Europa como la comunidad
interparlamentaria global coinciden en que la justicia algoritmica
(fairness) es pilar esencial de la |IA responsable (Inter-Parliamentary
Union , 2024¢).

Privacidad.

Como también hemos visto, los sistemas de |IA manegjan
habitualmente datos personales (a veces altamente sensibles), por lo
que es crucial proteger la privacidad individual. Cualquier uso de IA
en un parlamento debe cumplir escrupulosamente las normas de
proteccion de datos vigentes (por ejemplo, el RGPD en la Unidn
Europea). Esto implica utilizar solo los datos estrictamente necesarios
para la tarea, recabar el consentimiento cuando proceda o basarse
en habilitaciones legales claras, permitir a las personas ejercer sus
derechos (acceso, rectificacion, supresion de sus datos, oposicion,
etc), y establecer medidas de seguridad robustas para prevenir
filtraciones o0 accesos no autorizados. Ademas, se deben programar
borrados regulares de datos personales una vez cumplida su
finalidad. Para garantizar su cumplimiento algunos parlamentos
cuentan con Delegados de Proteccion de Datos (como exige el
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RGPD) que supervisan estos aspectos; su rol se extiende a la
vigilancia de proyectos de IA internos. Por ejemplo, el Congreso de
los Diputados en Espana cuenta con una Delegada de Proteccion de
Datos encargada de velar por el cumplimiento de estas hormas. En
suma, la privacidad debe considerarse un requisito legal ineludible
en cualquier iniciativa de IA: sin respeto a la proteccion de datos, no
solo se vulnerarian derechos fundamentales, sino que tambiéen se
minaria la confianza ciudadana en las instituciones.

Respeto a los derechos humanos y valores democraticos.

En ultima instancia, ningun despliegue de IA deberia vulnerar
libertades basicas (expresion, participacion politica, privacidad,
debido proceso, etc) ni ir en contra de los valores democraticos
fundamentales. Mas bien, la |IA debe servir para promover los
derechos; por ejemplo, faciltando el acceso a la informacion
(derecho a saber) y la inclusion en la vida publica. Este principio,
enmarcado en la hocion de IA confiable (trustworthy Al), supone que
la tecnologia esté al servicio de las personas y del Estado de
Derecho, nunca al revés. De ahi que documentos internacionales
como la Recomendacién de la UNESCO sobre la Etica de la IA (2021)
0 la Recomendacion del Consejo de Europa sobre IA y derechos
humanos (2020) enfatizan la centralidad del ser humano, la dignidad
inherente de cada persona y la necesidad de control democratico
sobre estas herramientas. En particular, la UNESCO subraya que
‘ningun ser humano ni comunidad humana deberia sufrir dafos o
sometimiento [..] durante ninguna etapa del ciclo de vida de los
sistemas de IA" y que “a lo largo de su ciclo de vida, los sistemas de
IA deberian mejorar la calidad de vida de los seres humanos”
(UNESCO, 2021, parr. 14).

Estos tres principios actuando en conjunto crean un marco claro: la 1A
parlamentaria debe ser justa (no discriminatoria), legal (respetuosa de la
privacidad y las leyes) y centrada en el ser humano (respetando los derechos
humanos y beneficiando a la sociedad). Por supuesto, no son los unicos
principios relevantes (también estan la transparencia, la seguridad, la
rendicion de cuentas, etc., que veremos enseguida), pero si estan entre los
mas vinculados a obligaciones juridicas firmes.

4.2. Transparencia y explicabilidad de los algoritmos

Para garantizar los principios anteriores, resulta crucial el principio de
transparencia algoritmica. Este se refiere a que los algoritmos y modelos de
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|A usados en procesos parlamentarios sean lo mas transparentes posible. En
la practica, esto implica documentar detalladamente como funcionan esas
herramientas, qué datos usan para tomar decisiones, y compartir esa
informacion con los 6rganos de supervision internos e incluso con el publico
cuando corresponda.

La transparencia algoritmica facilita la auditoria independiente de las
herramientas, permitiendo detectar sesgos o errores a tiempo. Por ejemplo,
si un parlamento lanza un chatbot legislativo, podria acompanar su
lanzamiento con la documentacion técnica correspondiente, o incluso
publicar parte del codigo describiendo el flujo de decision y las fuentes de
datos utilizadas (por €], «entrenado con todas las leyes publicadas hasta
2024, actualizable mensualmente con nuevas leyes»), asi como sus
limitaciones conocidas. Tambien se sugiere que los parlamentos mantengan
un registro publico de los sistemas de IA que utilizan, indicando su finalidad
y caracteristicas, a modo de “algoritmoteca’. Algo que en otros entornos
como las ciudades (como Amsterdam) han hecho al publicar un catalogo
abierto de algoritmos municipales usados en la gestion publica,

Con transparencia, los ciudadanos y expertos pueden entender y confiar mas
en el uso IA en las instituciones publicas. Ahora bien, este principio debe
balancearse con consideraciones de seguridad (no exponer detalles que
faciliten usos maliciosos) y de propiedad intelectual en caso de software
licenciado (lo que puede generar ciertos conflictos). Pero la tendencia actual
es clara: mas transparencia equivale a mas confianza y menos posibilidades
de abuso. Espana, a traves de la Agencia de Proteccion de Datos, ha
impulsado la idea de promover algoritmos explicables, y algunos
instrumentos recientes (como la Carta de Derechos Digitales, 2021) recogen
el derecho a obtener explicaciones de las decisiones automatizadas
publicas, algo que ha sido confirmado por el Tribunal Supremo en el caso
Bosco 'y por el TJUE en aplicacion del articulo 15, apartado 1, letra h del
RGPD, en los asuntos C-634/21 (SHUFA) de 7.12.203 2y C-203/22 de 27.2.2025

* Tribunal Supremo (Sala de lo Contencioso-Administrativo, Seccion 3.2), STS 119/2025,
11-IX-2025, ECLILES TS:2025:3826, rec. 7878/2024
2 TJUE, Sala Primera, sentencia de 7-Xll-2023, OQ v. Land Hessen, C-634/21,
ECLI:EU:C:2023:957 (SCHUFA Holding - Scoring)
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(Dun & Bradstreet Austria)® . Este derecho se refuerza ahora mas con el
articulo 13.1 del Reglamento de Inteligencia Artificial 4.

Junto a la transparencia se plantea la obligacion de sefnalar el uso de IA
cuando se produce este. Esto supone informar explicitamente cuando una
tarea parlamentaria es realizada con ayuda de IA. Por gjemplo, si se emplea
un sistema para clasificar correos ciudadanos o para generar borradores de
informes, debe hacerse publica la utilizacion de este tipo de herramientas de
IA mediante notas en el documento, comunicados de prensa o avisos en la
web. Esta divulgacion fortalece la confianza, pues evita la sensacion de que
la tecnologia se usa de forma encubierta o sin control publico. En definitiva,
el parlamento no debe actuar con IA de modo oculto, sino de manera abierta
y proactivamente informativa. Esto no quita legitimidad al proceso; al
contrario, es reflejo de la honestidad que debe presidir la relacion de
confianza entre el Parlamento y la sociedad.

Ademas, la transparencia interna permite a los propios parlamentarios contar
con insumos para la toma de decisiones informadas sobre la IA: sabran qué
riesgos corre su institucion y como mitigarlos. Por tanto, entre los principios
base de un eventual codigo ético del Parlamento deberia figurar algo como:
“El Parlamento publicara informacion sobre los algoritmos que use, su
proposito, alcance y controles implementados, salvo que razones de
seguridad nacional u otras excepcionales lo impidan. En estos casos se
informara al menos a los 6rganos internos competentes, bajo deber de
confidencialidad".

4.3. Supervision humana permanente (“human-in-the-loop™)

Ligado a lo anterior, un principio esencial es la supervision humana
permanente de los sistemas de IA. Como ya se argumento, ningun sistema
automatico deberia operar sin una instancia humana de control y validacion
en su ciclo de uso. Este principio consagra que el juicio humano prevalezca,
evitando que un sistema actue por su cuenta sin control humano. En la
practica parlamentaria, la supervision humana se traduce en la intervencion
de una persona en la supervision de cualquier proceso parlamentario, en el
que se haya utilizado la IA para realizar ciertas tareas, antes de la adopcion
de decisiones politicas o administrativas basadas en ellos. Por ejemplo, si una
IA genera un resumen de las enmiendas a un proyecto de ley, personal

3 TJUE, Sala Primera, sentencia de 27-11-2025, CK v. Magistrat der Stadt Wien, C-203/22
(Dun & Bradstreet Austria GmbH), ECLIEU:C:2025:117

4 Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo, de 13-VI-2024, por
el que se establecen normas armonizadas en materia de inteligencia artificial (Al Act),
art. 13(1) “Transparencia y suministro de informacion a los usuarios”; DOUE L (12-VII-2024)
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parlamentario deberia revisarlo antes de entregarlo a la comision
correspondiente, para asegurarse de que reflgja fielmente su contenido. O si
un algoritmo sugiere un orden del dia “optimo" para el pleno, la Mesa del
Parlamento (o quien corresponda) debe evaluar esa sugerencia criticamente
antes de adoptarla.

Este principio se conoce en la jerga como mantener a los *humanos en el
bucle” (human-in-the-loop), y forma parte de casi todos los marcos éticos
recientes (OCDE, UE, UNESCO, etc.). En la resolucion de la UIP de 2024 ya
mencionada, se hace énfasis en mantener la primacia del control humano en
la deliberacion y las decisiones parlamentarias (Inter-Parliamentary Union,
2024c). Para implementarlo, un codigo interno podria establecer roles claros:
por ejemplo, designar responsables humanos de cada sistema de IA, que
aseguren de la supervisidon humana. También mecanismos de override que
permita a estos responsables anular o modificar las propuestas de la IA si las
consideran inadecuadas. De hecho, Reglamento Europeo de IA (RIA) preve
que los sistemas de alto riesgo tengan siempre la posibilidad de intervencion
humana hasta llegar a desconectar la automatizacion (Art. 14).

¢Por qué es vital esta supervision? Ya se vio: por legitimidad democratica, por
prevencion de errores y sesgos, por adaptabilidad a casos particulares. Y,
desde una perspectiva filosofica, porque reafirma la agencia humana en las
instituciones democraticas. No queremos parlamentos pilotados en
automatico, sino asistidos por IA, pero donde las personas que desempenan
la representacion legitima de la sociedad tengan la ultima palabra.

4.4 Mitigacion de sesgos y evaluacion de impacto algoritmico

Otra directriz fundamental es que cualquier codigo ético o protocolo debe
contener procedimientos explicitos para detectar y mitigar sesgos en las
soluciones de IA. Esto complementa el principio de no discriminacion,
llevandolo al terreno practico. En concreto, se recomienda la realizacion de
evaluaciones de impacto algoritmico antes de desplegar una nueva
herramienta. Estas evaluaciones, semejantes a un ‘“informe de impacto
ambiental” pero aplicado a algoritmos, buscan identificar posibles efectos
discriminatorios o riesgos para derechos fundamentales antes de que se
produzcan. Pueden incluir pruebas con diferentes subgrupos, consultas a
partes interesadas (por ejemplo, ONGs de derechos digitales) y analisis de
escenarios negativos hipotéticos. Algunos paises (Francia, Canada) ya exigen
algo similar para sistemas de IA en el sector publico.

Asimismo, se sugieren auditorias periodicas de los sistemas para verificar
que su propio funcionamiento no ha generado o amplificado sesgos que
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originalmente habian pasado desapercibidos por su escaso impacto. Si se
hallan sesgos -por ejemplo, que un algoritmo de analisis de texto ignore
sistematicamente ciertos dialectos, o que un modelo de resumen omita
perspectivas minoritarias- se deben ajustar los modelos o los datos de
entrenamiento para corregirlo. Adicionalmente, fomentar la diversidad en los
equipos técnicos que desarrollan o supervisan estas IA ayuda a captar
sesgos inadvertidos. Asi, si el parlamento contrata personal o asesores en A,
deberia procurar incluir diversidad de género, origen, disciplinas, etc.,
alineado con el principio general de inclusion. Los sesgos muchas veces
pasan desapercibidos cuando todos los disefadores comparten un mismo
sesgo de base.

En resumen, es necesario examinar con lupa el algoritmo, antes, durante y
despues de su uso, y corregirlo si hace falta. Esto puede llevarse a cabo
dentro del parlamento a través de un comite de ética digital que supervise
estos aspectos, emitiendo recomendaciones y asegurando su cumplimiento.

Diversos parlamentos han institucionalizado o6rganos especificos para
examinar el impacto de la inteligencia artificial y otras tecnologias
emergentes, producir recomendaciones y alimentar con evidencia la toma
de decisiones. En el ambito europeo, el Parlamento Europeo constituyo el
Comité Especial sobre Inteligencia Artificial en la Era Digital (AIDA), con
mandato temporal para evaluar impactos sociales, economicos y éticos de
la IA y proponer una hoja de ruta institucional (informe final con
recomendaciones a la Camara)s. En Finlandia, el Committee for the Future
del Eduskunta funciona de manera permanente como think tank
parlamentario: prospectiva cientifica-tecnologica, audiencias, dictamenes a
otras comisiones y analisis de largo plazo para anticipar efectos de la
innovacion y orientar la agenda legislativa. En Francia, la Oficina
Parlamentaria para la Evaluacion de Opciones Cientificas y Tecnologicas
(OPECST) —organo conjunto de la Asamblea Nacional y el Senado— esta
encargada de informar al Parlamento sobre las consecuencias de las
opciones cientifico-técnicas; ha emitido informes monograficos sobre IA (por
ejemplo, Pour une intelligence artificielle maitrisée, utile et demystifiee) que
combinan audiencias publicas, trabajo pericial y propuestas operativas. En el
Reino Unido, la House of Lords cred una Select Committee on Artificial
Intelligence (2017-2018) para examinar implicaciones economicas, éticas y
sociales de la IA y formular recomendaciones; sus conclusiones —difusion

5 Parlamento Europeo — Special Committee on Artificial Intelligence in a Digital Age
(AIDA), informe final (AQ-0088/2022):
https.//www.europarl.europa.eu/doceo/document/A-9-2022-0088_EN.html
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de buenas practicas, gobernanza y estandares— se convirtieron en
referencia para el seguimiento parlamentario posterior.

Por su parte, en América, el Senado de Chile mantiene una Comision de
Desafios del Futuro, Ciencia, Tecnologia e Innovacion, de caracter
permanente, cuyo mandato es incorporar desafios cientifico-tecnologicos al
trabajo legislativo, promover debates e informes y transformar hallazgos en
iniciativas; la IA figura entre sus lineas de estudio. La Camara de Diputados
de Brasil ha creado una Comision Especial sobre Inteligencia Artificial para
analizar el PL 233872023, celebrar audiencias publicas y presentar un
parecer tecnico-politico sobre la futura ley de IA. Por su parte, la Camara de
Representantes de Estados Unidos establecio en 2024 una Bipartisan Task
Force on Artificial Intelligence, con composicion intercomités y el encargo de
producir un informe integral con principios, hallazgos y recomendaciones
para guiar la accion legislativa en multiples sectores. Estos precedentes
ofrecen modelos replicables para comités de ética digital u o6rganos
analogos orientados a supervisar, evaluar y rendir cuentas sobre el uso de
algoritmos en sede parlamentaria.

4.5 Marcos de autorregulacién: cédigos éticos y de conducta

Mas alld de los principios generales, los parlamentos pueden adoptar
codigos de conducta o directrices internas especificas para el uso de la
inteligencia artificial, formalizando compromisos y normas propias. Se trata
de un ejercicio de autorregulacion institucional que traduce la legislacion
nacional y los estandares internacionales en reglas concretas para la camara
legislativa. Recientemente algunos han dado pasos importantes en este
sentido. Por ejemplo, el Parlamento del Reino Unido publico en septiembre
de 2025 una guia oficial para miembros de ambas camaras sobre el uso
seguro y responsable de la IA, la cual fue revisada y respaldada por comites
internos antes de su adopcion.

Estos codigos deberian incluir los principios ya mencionados de
transparencia algoritmica (4.2), divulgacion del uso de |A (4.2), supervision
humana permanente (4.3), mitigacion de sesgos vy revisiones (4.4),
evaluaciones de impacto (4.4), a los que anadiriamos la capacitacion
continua, facilitando la formacion a parlamentarios y personal sobre el
funcionamiento y limites de la IA y fomentando la alfabetizacion digital y en
datos; el establecimiento de mecanismos de denuncia, a través de canales
que permitan que si algun funcionario detecta un funcionamiento
problematico del sistema (p. €], sospecha de sesgo o errores recurrentes),
pueda reportarlo sin temor a represalias (similar al whistleblowing); y la
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revision y actualizacion del codigo que permita a los parlamentos seguir el
ritmo de la tecnologia (p.e€j, cada uno o dos anos) a la luz de nuevas
experiencias y conocimientos.

La Unidn Interparlamentaria (UIP) ha llamado a los parlamentos a compartir
sus mejores practicas en esta materia y, posiblemente en el futuro, se
configure un modelo de “codigo de conducta global" para la IA
parlamentaria. En octubre de 2024, la Unidn Interparlamentaria adoptd una
resolucion que insta a los parlamentos a dotarse de marcos legales solidos
para una IA compatible con la democracia, los derechos humanos y el
Estado de derecho. En su tenor literal: “Calls upon parliaments to effectively
and transparently adopt or maintain strong legal frameworks and policies for
the responsible creation, deployment and use of Al technology.’
(Inter-Parliamentary Union, 2024c, p. 2). Espana, en su Estrategia Nacional de
IA (ENIA, 2020), ya apunta a fomentar la adopcion de principios eticos en el
sector publico (Gobierno de Espafia, 2020). Un eventual “Codigo Etico de las
Cortes Generales para la IA" seria pionero en el mundo hispanohablante, y
posiblemente la Revista Espanola de Transparencia —-a la que se destina este
articulo- podria servir de foro para discutir su contenido.

En conclusion, los codigos de conducta internos son la forma de cristalizar
todos los principios y directrices mencionados, adaptandolos a la realidad
particular de cada parlamento. Son herramientas flexibles, que no requieren
pasar por un largo proceso legislativo, y muestran un compromiso
institucional voluntario con un uso responsable de la IA. Por supuesto, estos
codigos deben ir mas alla de las palabras. Su eficacia radica en su
implementacion rigurosa y en que logren crear cultura organizativa. Pero su
mera existencia ya fija un estandar y sirve de referencia para exigir
accountability. la ciudadania podra reclamar “ustedes mismos en su coédigo
prometieron X, ;lo estan cumpliendo?”.

4.6 Iniciativas internacionales y recomendaciones
Conviene, finalmente, situar estas directrices en el contexto de las iniciativas

internacionales mas recientes. Los parlamentos no operan aislados y pueden
aprovechar marcos globales ya consensuados para orientar sus estrategias.

Las referencias mas destacadas serian:
a) Union Interparlamentaria (UIP)

En 2024, ademas del documento de “Use Cases for Al in Parliaments’
(Inter-Parliamentary Union, 2024a), la UIP publico las “Guidelines for
Al in Parliaments” (Inter-Parliamentary Union, 2024b), que ofrecen un

Revista Espanola de la Transparencia
Num. 23 (Extra 2026), pp. 139-182

171



Rafael Rubio Nufez y Miguel Angel Gonzalo Rozas

marco comprensivo para que los parlamentos entiendan e
implementen la |IA de forma responsable y efectiva. Sus
recomendaciones clave incluyen: comenzar con proyectos piloto
acotados; asegurar una robusta supervision humana; priorizar la
transparenciay la rendicion de cuentas; e invertir en alfabetizacion en
datos/IA dentro de la organizacion. Asimismo, la UIP apremia a
involucrar a diversos actores en el proceso de adopcion (diputados
de distintas tendencias, técnicos, academia, sociedad civil).
Esencialmente, la UIP promueve todo lo que hemos expuesto: un
enfoque incremental y ético, donde la IA se use para potenciar (no
sustituir) la labor humana en la deliberacion democratica.

Por otra parte, la resolucion de la UIP sobre |Ay democracia aprobada
en su 1492 Asamblea, celebrada en Ginebra en 2024, por una amplia
mayoria insta a los parlamentos a legislar pronto sobre IA a nivel
nacional (equilibrando innovacion y derechos) y apunta a la
cooperacion internacional para desarrollar normas éticas globales,
por ejemplo en el uso de IA en procesos electorales. (IPU, 2024a).

Union Europea.

El Reglamento (UE) 2024/1689, conocido como Reglamento de
Inteligencia Artificial o Al Act, establece un marco juridico armonizado
para el desarrollo y uso de sistemas de IA en la Union Europea (Unidn
Europea, 2024). Si bien su Reglamento de Inteligencia Artificial (RIA)
se dirige principalmente a proveedores y usos de IA en general,
genera obligaciones también para el sector publico. EL Reglamento
clasifica ciertos usos (como los de fuerzas de seguridad, evaluacion
de personas, etc) como alto riesgo, sujetandolos a requisitos
estrictos de transparencia, gestion de datos, supervision humana, etc.
Un parlamento dificilmente caeria en escenarios de “alto riesgo”
(salvo que usara sistemas de biometria, reconocimiento facial en
sede, etc), pero seguramente debera adoptar estandares similares
en sus sistemas que como hemos visto estan afectados por otros
principios establecidos en el mismo como la transparencia (art. 13.1),
en sus distintas vertientes, o la supervision humana (art. 14). Aparte de
la regulacion, ya en vigor, la Comision Europea ya habia emitido en
2019 las Orientaciones Eticas para una IA de confianza, con 7
requisitos clave: intervencion humana, robustez técnica, privacidad,
transparencia, diversidad/no discriminacion, bienestar social y
rendicion de cuentas. Todos esos temas resuenan con lo tratado aqui,
y de hecho fueron incorporados por Espana en su Plan Nacional de
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IA (ENIA).
Consejo de Europa.

El Convenio sobre Inteligencia Artificial, Derechos Humanos,
Democracia y Estado de Derecho del Consejo de Europa (2024),
conocido como Convention on Artificial Intelligence (CAl), constituye
el primer tratado internacional vinculante que regula el desarrollo y
uso de la IA desde una perspectiva basada en los derechos humanos,
la democracia y el Estado de derecho (Consejo de Europa, 2024). Se
trata de un tratado vinculante para los miembros del Consejo de
Europa pero abierto a la ratificacion de terceros paises adopta un
prisma centrado en los derechos humanos, la democracia y Estado
de derecho, y, por su caracter abierto, aspira a ser el primer
instrumento juridico global en la materia. Mientras tanto, su Comité
de Ministros ya emitié una Recomendacion sobre los impactos en
derechos humanos de los sistemas algoritmicos (CM/Rec(2020)1),
que brinda orientaciones a los Estados para asegurar que el uso de
algoritmos sea compatible con el Convenio Europeo de DD.HH.
(Council of Europe, 2020). Ademas, distintos 6rganos del Consegjo de
Europa han producido guias sectoriales. Un ejemplo es la Carta Etica
Europea sobre el uso de la IA en la Justicia (CEPEJ, 2018), que
establece cinco principios para el us de la IA en los tribunales: respeto
de derechos fundamentales, no discriminacion, calidad y seguridad,
transparencia/imparcialidad, y “bajo control del usuario”. Se trata de
adaptar los valores generales a un contexto especifico (el judicial en
ese caso). Un gjercicio similar se podria hacer para los parlamentos,
lo cual refuerza la idea de desarrollar codigos de conducta a medida
(como vimos en 4.5).

Redes de parlamento abierto.

Organismos como ParlAmericas o la iniciativa OPSI de la OCDE
también han abordado la IA legislativa. Por ejemplo, en junio de 2023
ParlAmericas lanzoé una ‘Bancada Digital’, un grupo de trabajo
interparlamentario dedicado a la gobernanza digital e inteligencia
artificial. En su evento de lanzamiento se subrayo “la necesidad de
que Ameérica Latinay el Caribe participen de manera sustantiva en los
didlogos internacionales sobre inteligencia artificial, para que los
marcos normativos se desarrollen con principios democraticos e
inclusivos”. Iniciativas asi fomentan el intercambio regional de buenas
practicas y la construccion de una vision compartida sobre la IA en la
esfera publica.
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Vale la pena destacar, por ultimo, que los Principios de la OCDE sobre IA
(2019) —adoptados por 50 paises, incluida Espana- también recogen, de
manera pionera, ideas muy similares: promover un crecimiento inclusivo
mediante IA, respetar los derechos humanos y valores democraticos,
garantizar transparencia, seguridad, y responsabilizar a quienes disefan vy
operan los sistemas. Todas estas fuentes reafirman un punto: existe un
consenso internacional emergente en torno a que la IA debe implementarse
de forma responsable, humana y ética, especialmente en contextos
democraticos. Lo que ahora importa es la gjecucion concreta en cada
institucion. Los parlamentos tienen, por tanto, una hoja de ruta relativamente
clara apoyada en este acervo compartido: se trata de poner en practica esos
lineamientos, medir resultados y compartir las lecciones aprendidas.

5. Conclusiones

La revolucion digital basada en inteligencia artificial esta reconfigurando
aceleradamente los fundamentos de nuestras democracias y el modo en
que se produce, accede y aplica el Derecho. A lo largo de este analisis hemos
constatado, desde la perspectiva parlamentaria, que la IA constituye, a un
tiempo, una oportunidad transformadora para fortalecer los valores
democraticos y un desafio multidimensional que puede socavar estos si no
Se encauza correctamente.

Las promesas de la IA son notables. En las instituciones representativas,
hemos visto como puede aumentar la transparencia parlamentaria,
facilitando que los ciudadanos accedan agilmente a la ingente produccion
legislativa y deliberativa y democratizando el acceso a las fuentes del
Derecho de origen parlamentario. La IA tambien puede ayudar a ampliar las
posibilidades de participacion ciudadana, mejorando la informacion
necesaria disponible sobre estos procesos, procesando masivamente
aportaciones y permitiendo nuevas formas de deliberacion colectiva.
Fortalece ademas la rendicion de cuentas, al potenciar, con su capacidad de
procesamiento masivo de informacion, las posibilidades para auditar el uso
de recursos publicos y detectar irregularidades.

En el ambito de la produccion normativa, la IA acelera la investigacion legal,
asiste en la redaccion técnica de leyes, detectando, por ejemplo,
ambiguedades, reiteraciones e incluso contradicciones y velando por la
coherencia del sistema normativo ayudando a consolidar los cambios
normativos de forma inmediata y sin errores. Todo ello redunda en normas
de mayor calidad, mejor armonizadas con el ordenamiento existente y mas
comprensibles para todos.
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Sin embargo, junto a estas luces se proyectan también sombras
preocupantes. El “sesgo de automatizacion” nos ensena que los usuarios
tendemos a confiar ciegamente en las recomendaciones de sistemas
inteligentes, lo cual en contextos democraticos podria traducirse en
representantes que deleguen acriticamente decisiones o ciudadanos que
acepten sin filtro la informacion “curada” por algoritmos, perdiendo la
deliberacion indispensable para no perder el caracter democratico de
nuestra institucion parlamentaria.

Ante este panorama ambivalente, resulta imperativo adoptar marcos ético-
juridicos y politicas publicas que maximicen los beneficios de la IA a la vez
que previenen o mitigan sus danos. Nuestro recorrido por las directrices ha
subrayado algunos gjes de consenso, que coinciden con las habituales en el
uso de la IA en otras instituciones democraticas: la exigencia de
transparencia algoritmica, para que la actuacion de las |A en la esfera publica
sea auditable y comprensible; la necesidad de supervision humana
permanente, preservando siempre el control y la responsabilidad ultima de
las decisiones en manos de personas; la no discriminacion y la privacidad
como lineas rojas que las aplicaciones de IA no deben cruzar, y la
importancia de introducir controles contra sesgos, evaluaciones de impacto
y capacitacion interna para un uso consciente de estas herramientas. Estos
principios deben traducirse en codigos de conducta y regulacion, tanto
interna (por ejemplo, en los parlamentos) como a nivel estatal e internacional.

Afortunadamente, en el ambito parlamentario no partimos de cero. Iniciativas
internacionales como la Resolucion de la IPU de 2024 sobre |IA y democracia,
los Principios de la OCDE (2019), el Reglamento europeo de IA (2024), y el
Convenio del Consejo de Europa (2024) nos brindan un acervo valioso de
recomendaciones. Queda en manos de legisladores y autoridades
implementarlas con determinacion.

En sintesis, la IA es ya inseparable de la vida parlamentaria y del sistema
democratico: las permea y las transforma. De ahi la necesidad de orientar su
utilizacion para que sea un factor de fortalecimiento del Estado de Derecho,
ampliando la transparencia, eficiencia y participacion; y no un factor de
erosion, que concentre poder en opacidades algoritmicas o degrade la
confianza en las instituciones.

Lograr este equilibrio requerird un enfoque multidisciplinar y colaborativo:
juristas, tecnologos, politologos, sociologos, legisladores y la ciudadania en
general deben participar en el didlogo sobre qué IA queremos. También
demandara una actitud proactiva de los poderes publicos: autorregularse
(como los parlamentos que adoptan codigos éticos para IA), regular al sector
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privado cuando corresponda (por ejemplo, imponiendo obligaciones de
transparencia a las plataformas online respecto a sus algoritmos de
recomendacion, como hace la Ley de Servicios Digitales de la UE) y educar
a la poblacion para este nuevo entorno.

Como ocurre en otros sectores, y haciendo propia una afirmacion que aspira
a convertirse en topico, estamos convencidos de que la IA no reemplazara a
los actores democraticos humanos, pero aquellos actores que sepan usarla
reemplazaran posiblemente a los que no. Esta sentencia, adaptada al
contexto parlamentario, nos recuerda que abrazar la IA con sentido critico es
indispensable para no quedar rezagados. Los parlamentarios y juristas que
integren inteligentemente estas herramientas servirdn mejor a sus
representados; quienes las ignoren, arriesgan quedarse obsoletos en un
mundo cada vez mas modelado por algoritmos.
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